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Abstract — In recent decades important
economic and demographic events have led
to a major increase in the world’s popu-
lation. This, coupled with the widespread
trend of movement from rural to urban ar-
eas, has encouraged the creation of particu-
larly populous environments where surveil-
lance, whether public or private, can be
problematic. With the advent of digital-
ization, numerous security cameras have
begun to appear in urban centers, partic-
ularly in busy areas. This research aims
to provide an initial tool for improving
the productivity of current visual systems
available for surveillance in such populated
areas. In fact, the use of artificial intelli-
gence models could lead to substantial time
savings to the operator in following the
movements of the individuals being viewed,
and in the eventual investigation regarding
their identity.

1 Introduction

The implementation of an intelligent surveillance
system could include several options. Some exam-
ples might be pedestrian tracking, pose analysis,
study of individual behaviors within complex sys-
tems, retrieval of personal information.

Our work aimed to focus on three distinct
points:

1. Tracking of pedestrians, i.e., identifica-
tion of the same identities within one or
more video streams made in a medium to
short time interval. For each identity is also

possible to visualize the temporal position
evolution;

2. The possibility of using super resolution
techniques to provide an enhanced visual
representation of an individual compared to
reality;

3. Image retrieval, hence the ability to trace
a person’s identity over a long-term scenario
using a database containing images of peo-
ple from past camera recordings.

Thus, given one or more video streams coming
from surveillance cameras placed in public envi-
ronments, the final goal of this work is to pro-
vide a pipeline which is able to label each visible
pedestrian with an unique identifier, showing to
the user the evolution of the spatial location of
identities frame by frame. Furthermore, user will
be able to select and to enhance a pedestrian’s
crop from a given frame, and to search the same
person in an external database. In the following
pages the term ‘tracking’ will mean the act of fol-
lowing pedestrian passively, therefore without an
active prediction of future movements.

2 Related works

Being our research a pipeline of multiple blocks,
we decided to divide the problem into small sec-
tions, studying each one independently. This sec-
tion wants to give an overview of current state of
the art solutions for each problem.
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Figure 1: Framework architecture

2.1 Detection and Re-ID

A pedestrian follower can be decomposed in
two major components, a detector and a re-
identification model.

A detector is a unit which is able to find
instances of one or more classes inside a pic-
ture. There are two distinct categories of detec-
tors in the literature: multi-stage, in which the
first stage is responsible for providing Regions of
Interest (ROIs) that will be processed and classi-
fied by subsequent stages, and single-stage, which
attempt to perform all these computations in one
shot. In general, multi-stage models provide bet-
ter results at the cost of greater use of computa-
tional resources and longer inference time.

The output of the detector, which in our case
of interest will be a set of crops of pedestrians,
is then elaborated by the second element of the
tracker, the Re-identification model, or sim-
ply RelD unit. Person re-identification intends
to associate images of the same individuals taken
from different cameras or from the same camera in
different occasions. This task before the deep era
was approached, with poor results, using hand-
made descriptors and metric learning studies. In
recent years, however, the advent of deep methods
has led to a vast improvement in outcomes. Fol-
lowing the outlook given by Ye et al. [10], today
a deep RelD model is composed by the following

three parts:

1. Feature Representation, which aims to
find the most expressive way to represent
the image of a pedestrian using a feature
vector;

2. Deep Metric Learning focuses on design-
ing the training objectives through different
loss functions;

3. Ranking Optimization, which intends to
optimize the retrieved ranking list using var-
ious algorithms.

2.2 Super resolution

Super-resolution is still an open problem, there
are multiple (unresolved) issues that lead to a
lack of state of the art’s architecture. The issues
are the degradation model to be found and the
fact that a Low-Resolution image (LR) could be
generated from multiple different High-Resolution
(HR) images. The first attempts were to create
synthetic images degrading some HR images with
a fixed model, which is an assumption that we
can’t make in real world scenarios. Therefore dif-
ferent approaches were developed. Blind super
resolution deals with degradation models without
any prior assumption, but based all of their knowl-
edge in the LR. Basically, these approaches try to



Figure 2: Example of retrieval ranked list processed by our model. A green box denotes a successful

retrieval, a red box a wrong one.

understand the real degradation model of a par-
ticular image downscaling the LR and estimate
the degrading kernel, in order to increase knowl-
edge for upscaling the image, like KernelGAN [1].
Another kind of approach is to use Generative
Adversarial Network (GAN) trained on paired or
unpaired images, using the most possible varied
set of degradation models, (preferably of high-
order type). The difference between KernelGan
and Real ESRGAN is huge. The ”GAN” in Ker-
nelGAN isn’t about the generation of an image,
but about a generation of a kernel which repre-
sent the degradation one using the GAN mech-
anism. KernelGAN is trained on the image in
input, works with no pretrained weights. While
RealESRGAN is trained using a dataset of paired

We chose to use Real-ESRGAN [9], an ar-
chitecture of the GAN’s family whose generator
was taken from SRGANI8] , that use Residual-in-
Residual block (RRDB) and a second part, UNet,
which is in charge of dealing a larger degradation
space, implemented in VGG-style with skip con-
nections . The particularity of RealESRGAN is
that is trained on purely synthetic images, using
a degradation model of high order.

The degradation model used by RealESRGAN
for generating LR images is a pipeline of blur, re-
size, noise and jpeg compression. Each of these
stages has many different possible implementa-
tions, like resize that could be done with near-
est neighbor interpolation or linear, or filtering
that could add Gaussian, Poisson or Color noise.
They applied the same pipeline for obtaining a
high order degradation model, theoretically simi-
lar to the real one, but still quite far.

2.3 Image retrieval

The goal of an Image Retrieval system is to re-
trieve, from within a database of images, the im-
ages that are similar to the input image. This is
a complex operation as there is a need to define a
metric on which to evaluate whether two images
are similar or not. A single image can be analysed
from different perspectives, and consequently dif-

ferent results can be obtained by changing the way
it is processed.

In our case, we assumed we had a database
containing images of subjects previously identi-
fied by the surveillance system. The goal was to
be able to create an Image Retrieval system that,
having supplied an image of a given subject, could
retrieve images of that same subject in the previ-
ous records of the surveillance system.

Our Image Retrieval system will then have to
deal with the problem of people re-identification.
Most re-identification methods rely on the as-
sumption that an individual caught on camera
will reappear under another camera in a relatively
short amount of time, typically less than 30 min-
utes. This short-term re-ID scenario assumes that
there is a low likelihood of the person changing
their clothes. In our case we assume that this
time interval is longer, such as more than a day,
so the chance of clothing or accessory changes in-
creases, leading to a long-term re-ID scenario.

This type of scenario has not yet been thor-
oughly addressed in the currently available liter-
ature, as it poses much more complex challenges
than the classic short-term re-id problem.

One of the current proposed solution to this
problem is RelDCaps [3], a deep neural network
trained using vector-neuron capsules instead of
the traditional scalar neurons in order to archive
better performance.

3 Proposed method

Our proposed method for completing the task
from detection to retrieval is composed of three
components. The first and main one is the track-
ing by detection, where the detection is made by
yolov7 and the tracking is made by us, proposing
two different methods, one exploiting classical al-
gorithms, one made by training a neural network
for RelD from scratch. The second part is about
processing some bounding boxes of interest with
the goal of increasing its resolution and quality.
This part is a composition of classical methods



with a pre-trained neural network. The third part
has the goal of retrieving the similar images to the
input one, in order to get the same person identity
but with different clothes.

3.1 Detector

Although it would have been interesting to in-
vestigate how to implement a pedestrian detec-
tor from scratch, balanced for our baseline pur-
poses, we decided to deepen the tracking task
just through the development of a custom RelD
model. Therefore, we opted for using a pre-
trained network to perform the first step of
out pipeline, the pedestrian detection. After
a research regarding balances between perfor-
mance and computational inference costs of cur-
rent state-of-the-art methods, we chose to adopt
YOLOvV7-tiny model [7] as detector, given its low
inference costs, which are designed for real-time
tracking, but still a very high throughput.

. |

Figure 3: Visualization of HOG feature vector

3.2 Pedestrian RelD models

In our research we decided to use two different
models to resolve the RelD task, of which one
doesn’t involve neural networks. As expected,
results offered by this model, which is based on
Histogram Of Gradients (HOGs) feature vectors,
cannot compete with those showed by the deep
one. Goal of both implementations is to pro-
vide a valid representation of pedestrians, that
will then be stored and compared by a common
final module, named PeopleDB. The datasets we
used to train the deep model are MOTSynth[2]
and Market-1501[12]. Being a synthetic dataset,
MOTSynth offers broad availability of data and
labels for various computer vision tasks.

Results have been checked using three differ-
ent metrics: mAP (Mean Average Precision),
CMC (Cumulative Matching Characteristics)

and mINP (Mean Inverse Negative Penalty).
The latter is a new metric introduced by [10],
which measures the penalty to find the hardest
correct match. In order to study the effect of
cross-domain datasets, we calculated these met-
rics also on a different dataset, MARS[11].

3.2.1 HOG based model

As our first model to resolve the RelD task,
we wanted to use a simple and non-deep res-
olution method. We therefore had to choose
a feature descriptor which could perform a ba-
sic discrimination between different pedestrian
images. We opted for a Histogram of Gradi-
ents people descriptor. The intent of a fea-
ture descriptor is to generalize the object in
such a way that the same object produces
as close as possible to the same feature de-
scriber when viewed under different conditions.

A HOG describer pro-

rank-1 | 35.8 cesses an image using
mAP | 10.8 an edge operator, such
mINP | 3.9 as the Sobel filter. The

resulting image is then
divided in blocks, and
for each block gradients
are quantized based on
their direction. Hence,
the final result is a ten-
sor in which the last dimension is a histogram of
the quantized gradient directions of each block.
Figure 3 shows an example of a pedestrian image
processed with HOG descriptor.

Table 1: HOG-
based model results
(%) on MOTSynth
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Figure 4: Discrimination ability of the HOG
based model on MOTSynth

To find out the ability of HOG describer in
succeeding at RelD task, we tested it with dif-
ferent metrics conditions. We tried both cosine



and euclidean distances, and also using a RGB
describer (which uses three times more memory
respect the standard one). However, all this cases
brought weak results. In table 1 it is possible
to see metrics performed on MOTSynth dataset,
using cosine distance. Other combinations had
similar results. Figure 4 shows how this descrip-
tor separates the distribution of distances between
pairs of images with the same identity respect the
distances between different identity pairs. It is
easy to note that the two curves, which ideally
should be separable, are mostly overlapped, de-
noting a weak discrimination ability.

3.2.2 Deep RelD

For our deep model, we decided to use ResNet
networks as backbones. In particular, we chose
ResNet50 and ResNet18 models, in order to com-
pare results offered by networks with different
classification performances. For both the back-
bones we removed the last fully connected layer
and substitute with a new one. Following the stu-
dio conducted by Luo et al. in [4], we also added
a Batch Normalization layer (BN). The latest
FC layer has been added just for the training, and
has an output class number equal to the number
of different identities used to train. During in-
ference mode, the FC layer is detached, thus giv-
ing the ability to store the final representation of
each pedestrian image. Specifically, this feature
vector is sized 512 for the ResNet18 and 2048 for

ResNet50.
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Figure 5: Last layers of the deep model. The three
different losses are computed on different feature
vectors

The objective function used during training
sessions is composed by three different parts:

L=Lcg+ alr + BLc

where o and § are hyperparameters. Lcg is the
Cross Entropy loss, defined as

N .
Lcg = —Zqz‘log<;xp(sl)> {Qi =0y f ’

i=1 > =1 exp(s;)/ (4= 1, y=i

where y is the truth ID label and s, is the score
given to the class x. Ly is the Triplet loss (also
called Hinge loss), which is

L1 = max(0, dy — dp, + )

where d, and d,, are distances of positive and neg-
ative pairs, and  is a margin factor. Triplet loss
aims in shrinking distances between couples of
features referring to the same identity (positive
pairs) respect features of different identities (neg-
ative pairs). Although the basic version of the
triplet loss uses random pairs of feature vectors
to compute distances d, and d,,, for better results
we chose to use the hardest feature pairs, i.e.
the furthest positive match and the closer nega-
tive match, respectively.

Triplet loss only considers the difference be-
tween d, and d,, ignoring their absolute values,
hence not caring about the intra-class compact-
ness. For this reason, we decided to include also
the Center Loss L¢ :

& 2
Lc= _Z Hftj - cysz
j=1

where y; is the label of the j-th image in a mini-
batch. ¢, denotes the j-th class center of deep
features and B is the batch size. This loss in-
tends to squeeze the feature cluster size of each
identity. It should be payed attention to the fact
that triplet loss and center loss are computed on
features before the batch normalization layer, as
showed in figure 5, following the research con-
ducted in [4].

Regarding the hyperparameters o and 3, we
tried a few combinations for € {1,10} and
B € {0.0025,0.025}, and results showed best re-
sults with @« = 10 and 8 = 0.025. The margin
factor v has been fixed to 0.3.

Training has been performed using two differ-
ent datasets:

e The first one contains pedestrian crops ex-
tracted from the synthetic dataset MOT-
Synth[2], and will be denoted with “Mot”.
Training set is based on 126866 images, sub-
divided in 1000 different identities. Test set
uses 750 identities, with 4 probes and 20
gallery pictures for each of them;

e the second dataset is Market1501[12], later



Name: | A B \ C D E \ F \ G \ H I
Model: ResNet18 ResNet50
Training: 50e | 100e | 50e | 100e | 50e | 100e | 50e | 100e | 50e Mot +
Mot | Mot | Mar | Mar | Mot | Mot | Mar | Mar 50e Mar
rank-1 92.3 | 92.8 | 82.2 | 83.3 | 92.6 | 93.2 | 79.0 | 76.7 83.6
MOTSynth mAP 66.8 | 68.0 | 45.8 | 48.0 | 68.8 | 69.2 | 42.6 | 40.8 48.9
mINP 20.6 | 21.8 | 9.0 9.2 | 226 | 23.0 | 8.0 7.5 9.9
Market rank-1 94.1 | 94.7 | 969 | 97.6 | 92.8 | 91.9 | 94.7 | 95.0 94.2
1501 mAP 19.5 | 20.2 | 44.9 | 50.7 | 19.5 | 18.3 | 37.6 | 36.7 40.3
mINP 0.6 0.7 55 | 82 | 0.6 0.5 4.0 3.6 4.1
rank-1 82.9 | 83.2 | 89.8 | 91.4 | 82.3 | 81.9 | 86.9 | 86.5 86.9
MARS mAP 2841 29.2 | 49.7 | 54.5 | 27.9 | 26.8 | 43.4 | 42.2 43.7
mINP 1.4 1.4 6.8 | 9.0 1.4 1.3 4.8 4.2 4.2

Table 2: Results (%) on models trained differently

indicated with “Mar”. Its train set is
formed by 12936 crops belonging to 751
pedestrians, while test set contains 19732
images regarding 750 identities.

Table 2 displays resulting metrics of 9 different
trainings. First ones (A - D) have been performed
using ResNet18 as backbone, showing promising
results. Both trainings performed on Mot and
Mar showed improvements on all test datasets
when prolonged from 50 to 100 epochs, denot-
ing a good generalization. All other trainings (E
- I) used ResNet50 as backbone, which is deeper
and more powerful respect the first one. How-
ever, this greater potential didn’t result in better
results: on the contrary, we saw a general degra-
dation of performances, which can be explained
by two factors:

e trainings E and F, performed on MOTSynth
dataset, showed better performance on the
relative test set in comparison to A and
B. Nevertheless, outcomes on the other test
sets showed worse values, meaning that we
are loosing in generalization ability. Net-
work is thus overfitting over the dataset;

e G and H, trained on Market1501, displayed
worse performances even in metrics about
the relative test set (compared with C and
D). Tests performed while training showed
an improving trend, therefore excluding a
possible overfitting over the training set.
This phenomena can be explained with the
training set being too small for ResNet50;
training performed on Mot didn’t show this
problem, since that training set is much big-
ger.

Finally, training I has been performed as experi-
ment, trying to combine the high quantitative of

training data offered by Mot with the less but
more realistic data contained in Market1501.

We choose to keep training D as our model,
being performance better in real scenarios.
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Figure 6: Discrimination ability of our deep model
on MARS

3.2.3 PeopleDB

The last section of our tracker model has been
called “PeopleDB” and, like a database, is used to
store the feature representation of each pedestrian
processed by the whole network. This component
is also responsible to choose whenever a given fea-
ture vector represents a new subject, rather than
one already seen. The workflow is quite simple
and can be explained as follows:

1. a query feature vector ¢, representing a
pedestrian, is given in input;



Figure 7: Evidence of correct tracking performed by our method

2. for each identity j, 7 € {0,1,..N} currently
stored in the database, for which can ex-
ist multiple samples, the cluster center ¢; is
calculated;

3. it is processed the distance d(p, c;j) respect
the probe and every center c;. Results are
then sorted in increasing order;

4. taken the first result ¢, = € {0,1,..N},
which is the cluster center closer to the
query g, it’s compared to a threshold th:

o if ¢, <= th, then we recognize this
query as belonging to the identity .
The probe ¢ is thus added to the
database samples labelled with iden-
tity =, and the value x is returned.

e otherwise, if ¢, > th, this feature vec-
tor belongs to a new identity. Hence,
the database will create a new identity
z which will be then returned as result,
and ¢ will be saved as sample of iden-
tity z.

Analyzing resulting metrics, we concluded that
the distance function d(p, ¢;) which gave us bet-
ter results is the cosine distance. Euclidean dis-
tance performed a little worse.

The choice of the right threshold value th
is indeed an important success factor: a too high
value brings to a loose identification, in which
several pedestrians are classified as the same per-
son. On the opposite, if th is too little, it will be
easy that the same individual in different frames
will be classified with different identities, resulting
therefore in a too strict classification. Never-
theless, being the target application a RelD task
applied to a video stream, we can take advantage
of the fact that there won’t be too much difference
in feature vectors belonging to the same pedes-
trian in contiguous frames, letting us to choose a

threshold value small enough to not give the same
identity to different individuals. This temporal
hypothesis has been shown to be quite truthful,
letting the whole component to act using -very
simple- notions of temporal information. A
more complex system could be designed indeed,
taking advantage in a more complex way of the
flow of time. Figure 7 shows an example of a cor-
rect tracking evolution.

Finally, as some practical uses, we limited the
maximum number of samples which can be saved
for each identity, after which every new sam-
ple will replace a random pre-existing descriptor.
Furthermore, if a stored identity is not updated
with new data for a long time, its data are then
deleted, being the individual not present anymore
in the environment.

3.3 Super resolutioner

After the detection of people in a video, we want
two things: increase the performance of the re-
trieval and improve the visual quality of a de-
tected pedestrian. For both of this goals we use
an existing net, called Real-ESRGAN [9].

Figure 8: Same image, downsampled then recon-
structed with different methods

For first, we have to choose a network that
actually works on pedestrian and verify that the
performance were actually better than the use
of classical methods (Bicubic interpolation and



Downsampled Bicubic Superres
mAP | rankl | rankd | mAP | rankl | rank5 | mAP | rankl | rank5
Our Model Euc | 0.11 | 0.59 0.77 | 0.11 | 0.58 0.78 | 0.10 | 0.56 0.77
Cos | 0.12 | 0.62 0.80 | 0.12 | 0.59 0.78 | 0.11 | 0.55 0.76
ReIDCaps Euc | 0.09 | 0.54 0.72 | 0.09 | 0.51 0.71 | 0.10 | 0.63 0.83
Cos | 0.09 | 0.54 0.72 | 0.09 | 0.51 0.71 | 0.10 | 0.63 0.84

Table 3: DESCRIZIONE DA AGGIUNGERE

opencv’s method pyrup, that upsamples the im-
age and then blurs it, used for gaussian pyra-
mids), the two network that we compared are
Real-ESRGAN and PDM-SR, a network for su-
per resolution that treat the degrading model as a
random variable. We compared the results of two
different networks (Real-ESRGAN e PDM-SR [5],
a blind-SR method that treats degradation as a
random variable). We had use the PSNR for
measure the quality of reconstruction.

100
150
200
250

300

0 100 200 o 100 200 O 100 200

Figure 9: SR networks comparison.

Since the bounding box of a person has a
very low resolution, it may be hard to retrieve
its identity without any processing. So, in or-
der to simulate better the real world scenario, for
checking the performance of the retrieval with our
method we take a subset of images present in the
dataset of the retrieval, degradated it with the
same model used by RealESRGAN and then re-
constructing with different techniques (composi-
tion of filtering, gaussian and sharpening mostly,
and deep network).

Methods AP Recall
Downscaled 0.3 0.082
Bicubic 0.5411 0.161
Real-ESRGAN + filtering | 0.5588 | 0.1526
filtering + Real-ESRGAN | 0.59411 | 0.1652
Real-ESRGAN alone 0.611 0.1728

Table 4: Measure SR with IR

As a result, we can see that the performance
of the retrieval increases when we use a neural
network for upsampling a little crop of a bound-
ing box instead doing an interpolation, whose
performance also increases with respect to the
downscaled one, but is worse with respect to our
methods. During test, we have seen that for
some extreme images to retrieve, the SR does
majesty work, but in some easy images its use
isn’t trascendental. A consideration that could
be done is that, since it work well when there
are some extreme image (precision of retrieval
goes from 0.3 to 0.8 in some examples), it is use-
ful, since the goal of all the pipeline is to de-
tect,track and retrieve the identity of people, be-
cause we could find more information also from a
very degradated images.

3.4 Image retrieval

An Image Retrieval System is mainly composed
by two components: a feature extraction sys-
tem that allow to obtain, starting from each im-
age, a feature vector that can represent it best,
and a similarity measure that will be used in or-
der to compare image’s feature vectors and define
which of them are relevant respect to the given
one.

Per quanto riguarda il componente di feature
extraction, come prima cosa abbiamo provato ad
utilizzare il modello descritto nei precedenti capi-
toli, in quanto il task per il quale & stato allenato
era simile, ma i risultati ottenuti,

For the feature extraction component we have
decided to use the RelDCaps network [3]. We
have made this choice because this model pro-
posed an innovative way to train the network
based on neural capsules, instead of the tra-
ditional scalar neurons, and for the first time this
was implemented for a RelD system.

RelDCaps is divided into three modules: the
feature extraction module, the ID and dressing
perception module and the auxiliary modules.

The feature extraction component is the main
component as it will provide the corresponding
feature vector for each image within the Image
Retrieval system. In this implementation, the



Figure 10: Example of retrieval ranked list processed by our model. A green box denotes a successful
retrieval, a red box a wrong one. (DA AGGIORNARE)

DenseNet-121 architecture has been used, which
from an image of size 224x224, allows to extract a
feature vector of size 1024x7x7, which will be then
reduced to a single vector of 1024 components.

The second component, the ID and Dress-
ing perception module, along with the Auxiliary
Modules, is responsible for the correct training
of the module. This is the actual novelty of the
network as the technique of neural capsules is ex-
ploited. This new training technique was firstly
proposed [6] by Sabour, Frosst, and Hinton in
2017 and it was initially applied to classify the
MNIST dataset. The module takes as input the
feature vector produced by the previous module
and through reshape operations will create a first
layer of capsules of 8 components each. The num-
ber of capsules in the next layer will be equal to
the number of people present in the dataset.

The Routing by Agreement will be then
applied where it will be asked to each capsule of
the first layer to predict the value of each cap-
sule of the next layer, using different transforma-
tion matrices that will be learnt from the network.
The final value of a capsule in the second layer will
be computed using a weighted sum of the different
predictions, giving more relevance to those with
a similar value. In order to train the model, the
magnitude of each capsule is then computed and
then the margin loss is used to obtain the highest
value in the capsule corresponding to the subject
in the given input image. This mechanism will
allow the training of the neural network more ef-
ficiently and improve its ability to represent and
classify data.

Using the network, then a feature vector for
each image will be computed and stored in a
database. When a new image will be analysed,
firstly the network will extract its feature vector
and using the Euclidean distance will be com-
pared to the others computed previously. This
will return a similarity value for each item in the
database and consequently they will be sorted in
descending order, the 10 images with the most
similar feature vector will be returned, which will
consequently correspond to images with a subject

that is visually as similar as possible to the subject
given as input, indifferent to a possible change of
clothes.

4 Conclusion

In conclusion, our computer vision project focused
on video surveillance has shown promising results.

Our deep learning-based re-identification
model outperformed the classical HOG model,
demonstrating the effectiveness of using deep
learning in this field. We also demonstrated that
RelD task can be achieved by means of synthetic
datasets, such us MOTSynth. In our case, at the
end we decided to keep as our model training
performed with Market1501, but with the help
of regularization and re-ranking techniques, mod-
els trained with synthetic data can surely be uti-
lized to pedestrian re-identification. Our super-
resolution component successfully improved the
quality of identified subjects’ images, leading to
better results in the image retrieval task. Finally,
our third component, which uses capsule neural
networks, accurately identifies individuals within
a dataset of surveillance images, but also has the
ability to retrieve images of the same person even
if they are wearing different clothes.

Overall, our project showcases the potential of
computer vision in enhancing video surveillance
systems and provides a foundation for further re-
search in this area.

4.1 Future work

Our deep RelD model can surely be improved by
adding re-ranking techniques, which are al-
gorithms that improve performances of retrieval
problems by performing an analysis of the gener-
ated ranked list.

Another valid idea is substitute our simple
PeopleDB component with a more complex com-
ponent. In fact, in the framework explained in
this paper we don’t take into account temporal
flow information, which can be a very useful data



in re-identification task. A component base on a
recurrent neural network (RNN) could be a
much more effective solution for real-life scenar-
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